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NLP Applications
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NLP in Real-world Context

The Healthcare Industry
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Building a ready-to-use Al solution for this is

Extremely complex

Findings:

There are no focal areas of consolidation.
No suspicious pulmonary opacities.

Heart size within normal limits.

No pleural effusions.

There is no evidence of pneumothorax.
Degenerative changes of the thoracic spine.

Impression:
No acute cardiopulmonary abnormality.

Task: Automatic Medical Report Generation

Requires inter-operation between diverse components

Raw Data Cleansing Data Enrichment Model/Algorithm ~ System/Infra
Visual
Features Hierarchical LSTM

NND

LSTM Generator LSTM
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Building a ready-to-use Al solution for this is
User interface for Doctors

Petuum
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School of Computer Science

Name Here
The patient is a 62 year old male with a history of mild who complains of cough,
shortness of breath, fatigue, and fever progressively worsening for

he measured a fever of 101 F. The productivity of his cough has progressively

increased over . He has been using his z two to three

times daily but it is helping only minimally. He has a history of , which he
believes is only mild. He states that he is treated with antibiotics for a case of
or almost every year by his primary care provider. He has never

been hospitalized for . He received approx 80mg IV of Lasix at that time
and was 2.4L negative in 24 hours. He has never been hospitalized for pneumonia. He
denies any known sick contacts recently. He denies chest pain but admits to some
chest tightness and an increase in heart rate when he coughs a lot and is short of
breath. He denies any recent weight changes or lower extremity pain or swelling. He
denies any recent travel. He denies a or
diabetes. He currently is a non-smoker but did smoke a pack a day for approximately

prior to quitting five years ago.

Name Here

Discharge Medications:

@ Critical Information Extraction

Heart Failure v

History Comorbidities
Cardiac Tests

Medications

Symptoms
Lab Tests

Symptoms

cough £ , shortness of breath @ ,

fatigue ~ ,fever = ,chestpain' |, chest
tightness  ,increasein heartrate  , weight

change ', lower extremity pain =, swelling

Medications
iide B, antibiotics

Show context when clicked

O Lasix, Vol: 80 mg, Usage: IV

@ Furosemide, Vol: 20mg, Usage:
PO (2 times a day)




Building a ready-to-use Al solution for this is

Extremely complex

Findings:

There are no focal areas of consolidation.
No suspicious pulmonary opacities.

Heart size within normal limits.

No pleural effusions.

There is no evidence of pneumothorax.
Degenerative changes of the thoracic spine.

Impression:
No acute cardiopulmonary abnormality.

Task: Automatic Medical Report Generation

Data/ML Process Builder
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Hardware requests
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Containers and Storage Volumes

Distributed Communications Backel l Hardware Resource Management

System/Infra

Data Enrichment Model/Algorithm
Visual ) .
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Single Models with Increasing Size and Performance

e Increasingly large black-box neural networks
e (G00d, even super-human performance on some tasks
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Single Giant Models Enough?

. hidden layer 1 hidden layer 2 hidden layver 3
input layer

output layer
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Difficulties of Single Giant Models

\// . Explainability

= e Debugging
o o 3 ' o Maintenance
M —'r"\?.::c?a a
< N o Upgrade
o Scalability
(=
Good work - but 71 think o )
we mught need a little °

rriore detail right here.
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Far from Solving Real Complex Problems
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Modularization & Standardization
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Application

Agenda

NNNNNN

o Natural Language Processing Overview (10mins)

o Modularizing NLP Pipeline (40mins) |
o Complexity of NLP pipeline
o A standardized view of NLP pipeline RN D e s )

________________________________________________________________

o A standardized implementation of NLP pipeline

e Modularizing NLP Model & Learning (30mins)
o Composable ML / Modeling & Learning ",

° QA ( 1 Om i ns) Seq-Classification Seq to seq

N

Seq-Classifier J [Encoder Decoder

4 NS

[ RNN ] [Transformer

p~ Carnegie Mellon University
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Agenda

o Natural Language Processing Overview (10mins)

e Modularizing NLP Pipeline (40mins)
o Complexity of NLP pipeline
o A standardized view of NLP pipeline
o A standardized implementation of NLP pipeline

e Modularizing NLP Model & Learning (30mins)
o Composable ML

e QA (10mins)

Carnegie Mellon University

'
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What’s in NLP?

* Informally, NLP is about interacting with or processing

human languages with computers
* Broadly, NLP contains/relates to many fields

* Speech Processing

* Information Retrieval
* Information Extraction
* Text Analysis

* Language Generation
* Speech Synthesize

p Carnegie Mellon University

Petuum School of Computer Science
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Categorization of Text Processing

.

Understanding

Language

/

Many different
levels of tasks

p~ Carnegie Mellon University
School of Computer Science
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Language Understanding Pyramid
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Morphology

Morphology

Analysis

nurihashibako

‘lacquered box for chopsticks’

hashibako
‘box for chopsticks’
nuri hashi hako
‘lacquered’ ‘chopsticks’ ‘box’

p Carnegie Mellon University
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nuribashibako

‘box for lacquered chopsticks’

nuribashi

‘lacquered chopsticks’

N

nuri hashi hako

‘lacquered’ ‘chopsticks’ ‘box’
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Morphology

Stemming Lemmatize
adjust - adjust‘ >
formalityl 2 formalit -
form - fornF -

airlin@k = airlin

Carnegie Mellon University

'
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Language Understanding Pyramid

“box’ ‘lacquered”  ‘chopsticks’ ‘box’

ing Lemmatization
adjust - (to) be
formaliti - good
formal - meeting
airlin. A\

Carnegie Mellon University

-
Petuum School of Computer Science

Morphology
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Syntax

Constituent Parse

Petuum’

Sentence / Verb phrase

Prepositional phrase
Noun Phrase

Noun Phrase

Article Noun Verb Preposition Article Noun

| | | | | |
The cat sat on the mat.

Carnegie Mellon University
School of Computer Science
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Syntax

Dependency Parse

Petuum’

Bills

ﬁrep_on

ports

konj_and

submitted

were

prep_on

immigration

Carnegie Mellon University
School of Computer Science

ﬁbjpass LuxpaNm

Brownback
AN
Senator Republican

[
Kansas
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Language Understanding Pyramid

nurihashibako
“lacquered box for chopsticks”
hashibako
*box for chopsticks”
T
nuri hashi hako
lacquerex d chopsticks™ “box”
ing Lemmatization
adjust - (to) be
formaliti - good
formal - meeting
airlin. A\

Prepositional phrase

Noun Phrase

Noun Phrase

CO n St i t u e nt Afticle Noun Verb  Preposition Arficle Noun
Pa rse The cat sat on the mat.

submitted
s ™ g
Bills were Brownback
Dependency res .
ports prep_on Senator Republican
Parse \griom s
immigration Kansas

Carnegie Mellon University

'
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Semantic

Named Entity

Recognition

took him seriously. “I can tell you very senior CEOs of major car companies would shake my
hand and turn away because | wasn't worth talking to,” said , how the co-founder and CEO of

online higher education startup Udacity, in an interview with ORG

Carnegie Mellon University

'
Petuum School of Computer Science
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Semantic

Semantic Roles

Petuum’

Purpose
Source

Departing Education

ILanskyI left | Australia to| study ;[he pianoI at ;che Royal College of MusicI
Subj
s dk &J o Jnstitution
tudent

Carnegie Mellon University
School of Computer Science
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Semantic

Discourse

Petuum’

Pa > ng CONDITION q
el

please let the investigator
know right away

ATTRIBUTION

—

If you think that you have been injured by
being in this study

Carnegie Mellon University
School of Computer Science
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Semantic

Coreference

Petuum’

—

“| voted for Nader because he was most

\ /_\
aligned with my values,” she said.

Carnegie Mellon University
School of Computer Science
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m Menu IMDb All » | Search IMDb

Leonardo DiCaprio

Actor | Producer | Writer

Semantic

o o o
Few actors in the world have had a career quite as diverse as Leona
has gone from relatively humble beginnings, as a supporting cast m
Growing Pains (1985) and low budget horror movies, such as Critter
teenage heartthrob in the 1990s, as the hunky lead actor in movies
See full bio »

‘Kate Winslet‘and Leonardo/ Dicaprio‘
have defini eated a timeless classic.

Morphology

-
N

WIKIPEDIA Kate Winslet

The Free Encyclopedia From Wikipedia, the free encyclopedia

Main page Kate Elizabeth Winslet CBE (born 5 October
Contents 1975) is an English actress. She is particularly
Featured content known for her work in period dramas, and is
Current events often drawn to portraying angst-ridden

Random article " . . .
women. Winslet is the recipient of various

Donate to Wikipedia . X "
accolades, including three British Academy
Film Awards, and is among the few

Interaction performers to have won Academy, Emmy, and

Wikipedia store

Help Grammy Awards.

Carnegie Mellon University

-
Petuum School of Computer Science
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Language Understanding Pyramid

nurihashibako nuribashibako

“lacquered box for chopsticks” *box for lacquered chopsticks’

hashibako nuribashi
*box for chopsticks’ ‘lacquered chopsticks”
m

T

uri hashi hako nuri hashi hako

cquered’ “chopsticks™ “box’ ‘lacquered”  *chopsticks’ “box’

ning Lemmatization
adjust - (to) be
formaliti - good
formal — meeting
airlin. A\

Lemmatize

Prepositional phrase
Noun Phrase

Noun Phrase

Constituent
Parse

Article Noun Verb  Preposition Article Noun
| 1 | 1 | 1

The cat sat on the mat.

submitted
s ™ g
Bills were Brownback
Dependency e N
ports prep_on Senator Republican

P arse 7 \Jd me_af

o4¢  immigration Kansas

School of Computer Science

Semantic
Parsing

iscourse
Parsing

Coreference

Object Purpose

Education

Departing

Lansky| left

Australia to| study Ithe pianoI at Ithe Royal College of MusicI

Student

at the Chinese embassy in France,

) R
GPE GPE
= ——————
FACILITY
ATTRIBUTION

23]

bank also says] 1
ENABLEMENT

2 3

[ it will usc its network ] 5 [ to channel investments.]

3

‘/\
“I voted for Nader because he was most

—
aligned with my values,” she said.

\_/1 Subject
Institution

Entity Linking

WIKIPEDIA
The Free Encyclopedia

Main page Kate Elizabeth Winslet CBE (born 5 October
Contents 1975) is an English actress. She is particularly
Featured content known for her work in period dramas, and is
often drawn to portraying angst-ridden

women. Winslet is the recipient of various
accolades, including three British Academy
Film Awards, and is among the few

Interaction performers to have won Academy, Emmy, and
Help Grammy Awards. 29

Current events
Random article
Donate to Wikipedia
Wikipedia store



Pragmatics

»

Petuum

S || “WE NEED TO TALK”

CAN You STOP BY y

M OFECES Ve WHAT (T CAN MEAN:

NEED TO TALK. A) YOURE FIRED.

- PROF. JONES B) | FORGOT WHAT YOUR PROJECT
IS ABOUT. CAN YOU REMIND ME?

C) | HAVE A TRIVIAL REQUEST
THAT I'™M TOO EMBARRASSED TO
WRITE (N AN EMAL.

Carnegie Mellon University
School of Computer Science

WWW,.PHDCOMICS.COM

Morphology
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Categorization of Text Processing

Language
Understanding

. /

p~ Carnegie Mellon University

Text ‘Retrieva I

School of Computer Science

o /

.

Generation
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Information Retrieval

* Retrieve relevant documents
based on user query

e Some IR subs-tasks:

* The Search Step: quickly get
relevant documents as a rank list
based on an efficient Index.

* The Reranking Step: fine-tune the
rank list to create better ranking

Carnegie Mellon University

-
Petuum School of Computer Science



Text Generation

* Machine Translation
e Summarization

* Dialogue Response Generation

p~ Carnegie Mellon University
Petuum School of Computer Science

How are

33



Agenda

e Modularizing NLP Pipeline (40mins)
o Complexity of NLP pipeline
o A standardized view of NLP pipeline
o A standardized implementation of NLP pipeline

p Carnegie Mellon University

Petuum School of Computer Science
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NLP tasks are Complex

Semantic Discourse /sequen
Parsing Parsing e i =

consequence circumstance
.

Morphology

e ez e =2

Sentence / Verb phrase

Prepositional phrase
Noun Phrase

Lemmatization Syntax Parse /\ AN
- (to)be N E R Artlicle innn Velrb l’rep(l)sitinn Arli'cle Nolun
- good The cat sat on the mat.
. Many Different
airliner — airlin A\ at the Chinese embassy in France,
any Differen
GPE GPE
w— Tasks

N N ([ .
‘ Different Levels
00

Retrieval Understand Generation

@

RN RN

p Carnegie Mellon University MUItiple Stages
Petuum School of Computer Science
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Real World Applications are Complex

* A user speaks German but would like to find good romantic movies.
* We have a corpus of English movie reviews.
* What should we do?

p Carnegie Mellon University
Petuum School of Computer Science

Kennst du ein
paar gute
romantische

Filme?

36



Query

Searcher Reranker
Creator

Reader Translator

Sentiment Response

Translator
Analyzer Creator

Entity Linker

Here is one possible solution pipeline

Carnegie Mellon University

'
Petuum School of Computer Science 37



Query

Reader Translator Searcher Reranker

Magst du romantischen Film?

Creator

Sentiment Response

Translator
Analyzer Creator

Entity Linker

Translate the input to/from English.

Translator

Carnegie Mellon University

'
Petuum School of Computer Science 38



Query

Reader Translator Searcher Reranker

Magst du romantischen Film?

Creator

Sentiment Response

Translator
Analyzer Creator

Entity Linker

Create appropriate queries
Reranker and run on the Information

p Carnegie Mellon University REt rl eva I E n 8| ne
Petuum School of Computer Science .

Query
Creator

Searcher




Query

Reader Translator Searcher Reranker

Magst du romantischen Film?

Creator

Sentiment Response

Translator
Analyzer Creator

Entity Linker

Kate Winslet and Leonardo Dicaprio have

——  definitely created a timeless classic.
Petuum' Schogl ofComputerécience 0




Query

Reader Translator Searcher Reranker

Magst du romantischen Film?

Creator

Sentiment Response

Translator
Analyzer Creator

Entity Linker

Link “well-known” mentions to backend
knowledge base, such as “L.eonardo Dicaprio”

Entity Linker

Carnegie Mellon University

'
Petuum School of Computer Science 41



Query

Reader Translator Searcher Reranker

Magst du romantischen Film?

Creator

Sentiment Response

Translator
Analyzer Creator

Entity Linker

Sentiment Analyzer the sentiment of the retrieved
Analyzer reviews to pick a positive one.

Carnegie Mellon University

'
Petuum School of Computer Science 42



Query

Reader Translator Searcher Reranker

Magst du romantischen Film?

Creator

Sentiment Response

Translator
Analyzer Creator

Entity Linker

Response Now with all the above, can we construct an
Creator answer?

Carnegie Mellon University

'
Petuum School of Computer Science 43



Inter-Operation Across the Pipeline

* Every Step in the Pipeline produces useful information
e Can we easily access and utilize these for the final goal?
* Let’s review how we normally build such a pipeline

Kennst du ein
paar gute
romantische
Filme?

p Carnegie Mellon University

Petuum School of Computer Science
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How to build complex
NLP pipelines?

Decompose the pipeline into steps

Solve each step

Use an existing implement  Build your own implement

Connect the steps

Carnegie Mellon University

4
Petuum School of Computer Science
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How to build complex Allen\L
NLP pipelines?

Decompose the pipeline into steps

Solve each step

Pick an existing implement Build your own implement

Connect the steps

Carnegie Mellon University

-
Petuum School of Computer Science 46



How to build complex PYT YRCH

NLP pipelines?

T

TensorFlow
000

Decompose the pipeline into steps

Solve each step

Pick an existing implement Build your own implement

Connect the steps

Carnegie Mellon University

-
Petuum School of Computer Science 47



How to build complex
NLP pipelines?

Decompose the pipeline into steps

Solve each step

Pick an existing implement Build your own implement

Connect the steps

p~ Carnegie Mellon University
Petuum' o of Computer Science 48



So here is the “expected” pipeline

Reader Translator Searcher Reranker

Sentiment Response

Translator
Analyzer Creator

Entity Linker

Carnegie Mellon University

y
Petuum School of Computer Science 49



What it might look like

Query

Searcher Reranker
Creator

Reader Translator

Sentiment Response
Analyzer Creator

Translator

Carnegie Mellon University

'
Petuum School of Computer Science 50



What it might look like

Query

Searcher ®4 Reranker
Raw text need to be fed to different types

A‘ of NLP systems.

Reader Translator

Sentiment Response

Translator
Analyzer Creator

Entity Linker

Carnegie Mellon University

'
Petuum School of Computer Science 51



What it might look like

Query

Searcher Reranker
Creator

Reader Translator

. Entity Linker need the raw text

and output of NER.

Sentiment Response

Translator
Analyzer Creator

Entity Linker

C AMellon Un Need to convert the NER format to
IUSIVPSEI the format acceptable by linker

'
Petuum' Comput

52



What it might actually look like

Query

Searcher Reranker
Creator

Reader Translator

To make decisions, the response
creator need to access all information.

Sentiment Response
Analyzer Creator

Entity Linker Translator

7

Carnegie Mellon University

'
Petuum School of Computer Science 53




What it mlght look like

Some glue

b Carf =
Petuum o = = = W



Reader P

B Use a ipeline System?

Translator

| 4 CATTICZIC VICTIOI CHIve -
Petuum School of Computer Science



Examples of Some Pipeline Systems

* lllinois Curator
. Curator Demo check status? about?
e Support many different NLP tasks check status? abou
Enter some text in the box below. Then, check the boxes next to the types of annotation you want
1 1 1 Curator t ide. Click " "t d text to b tated with th . Wh
* Especially strong in different the selected annotation services have finished, the outpuis of those services will be displayed on
this page.
flavors of SRL

* Allow composing many different
tasks

process

Select the annotation services you'd like to be applied to your text:

Sentences -- lllinois sentence-level segmenter

Tokens -- lllinois token-level segmenter
Part-of-Speech -- lllinois Part-of-Speech tagger
Shallow Parse chunks -- lllinois Chunker (a.k.a. Shallow Parser)
Named Entities -- lllinois Named Entity Recognizer 2014 CoNLL (PER/LOC/ORG/MISC)
Named Entities -- lllinois Extended Named Entity Recognizer 2014 Ontonotes (18 types)
Quantities -- lllinois Quantity Recognizer
Semantic Roles (verbs) -- older SRL

p Carnegie Mellon University

Petuum School of Computer Science
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Examples of Some Pipeline Systems

e Stanford

* Features in a good coverage in
core NLP tasks

* Provide utilities on these tasks

* Strong dependency between tasks
(e.g. parsing depends on
tokenization)

p Carnegie Mellon University

Petuum School of Computer Science

# Stanford CoreNLP Github repo  Quick links ~

CoreNLP Annotators

version 3.9.2 Table of Contents

= Annotator Descriptions

Overview v = Annotator Dependencies

Usage - = Sub-Annotators

Complete Annotator Listing An nOtatOI' Descri ptions

Adding a new annotator

Tokenization ANNOTATOR CLASS

CleanXML Annotator NAME NAME GENERATED ANNOTATION DESCRIP
Sentence Splitting tokenize TokenizerAnnotator TokensAnnotation (list of tokens); CharacterOffsetBe- ~ Tokenizes the te
Lemmatization ginAnnotation, CharacterOffsetEndAnnotation, Text- splits the text in
Parts of Speech Annotation (for each token) ly “words”, usin

methods suitabl
language being
cessed. Sometil

Named Entity Recognition

Constituency Parsing

Dependency Parsing tokens split up ¢
Coreference Resolution words in ways s
for further NLP-

Open Information Extraction
ing, for example

Sentiment o
becomes “is” ar
[P The tokenizer st
Quote Annotator beginning and e
ter offsets of «

Model Zoo v ac e.r ° Se_ s o
ken in the input

Additional tools v

cleanxml CleanXmlAnnotator XmiContextAnnotation Remove xml tok
Resources . .

57
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Examples of Some Pipeline Systems

e DKPro Core

e Support large number of tools
* Tooks are very loosely couplied

 Use a universal data format based
on Typesystem

Easy pipeline composing
A transparent data flow

p Carnegie Mellon University
School of Computer Science

_a_#

A O

Components Models/Languages Formats Typesystem
Find out more about Various models cover- Reading and writing Our typesystem is
our bundled ing different lan- various formats is just comprehensive, yet
components. guages accompany one line of code away. simple.

the components.

DKPro with Java DKPro with Groovy DKPro with Jython
The original flavour. Use DKPro Create self-contained scripts Easily integrate DKPro into
inyour Java projects. using DKPro and Groovy! your python projects!

58



What’s Provided Now?

-

The current approach

~

= e
/ Useful NLP Tools
= VAN

4 4
/ Pre-trained Models
< VAN

= 4
J Pipeline Systems
\. J \_

p Carnegie Mellon University

Petuum School of Computer Science

Decompose the pipeline into steps

Solve each steps

Pick an existing implement  Build your own implement

Connect the steps

9
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What do

we want to
achieve?

p~ Carnegie Mellon University
School of Computer Science

> Full Spectrum Pipeline

> Inter-Operation Across Tasks

> Easy Pipeline Customization

) Flexible Model Building

>Versati|e Data Support

60



Query
Creator

Entity Linker St G Translator
Analyzer Creator

Can we use one pipeline to
support all steps above?

Translator Searcher Reranker

> Inter-Operation Across Tasks

> Easy Pipeline Customization

> Flexible Model Building

>Versati|e Data Support

Carnegie Mellon University

-
Petuum School of Computer Science



Query

Searcher Reranker
Creator

Reader Translator

Sentiment Response

Translator
Analyzer Creator

Entity Linker

> Full Spectrum Pipeline
\

> Easy Pipeline Customization

* Downstream tasks can use the
results from the previous tasks

* E.g. Using sentiment analysis
result in the answer selection

Teee€
g

> Flexible Model Building

/
>Versati|e Data Support

Carnegie Mellon University

'
Petuum School of Computer Science 62



Can we freely change the
operations in a pipeline?

For example:
- Plug-in a tokenizer.
- Replace the translator.

- Remove lemmatization.

p~ Carnegie Mellon University
Petuum School of Computer Science

> Full Spectrum Pipeline

> Inter-Operation Across Tasks

> Flexible Model Building

>Versati|e Data Support

63



Can we directly reuse a model for
a new task quickly?

BB B B BB |LsTM-crr

Tom and Bill work at the same company.
PER O PER O O O O @)

He is going to the bookshop.
PRV V IN DT N

Carnegie Mellon University

'
Petuum School of Computer Science

> Full Spectrum Pipeline

> Inter-Operation Across Tasks

> Easy Pipeline Customization

>Versati|e Data Support

64



E.g. Different NLP data
formats of different tasks

> Full Spectrum Pipeline

> Inter-Operation Across Tasks

> Easy Pipeline Customization

ans|
Subject
Student
e
un rase
oun Phrase
/\ ATTRIBUTION
Article Noun Verb Preposition Article Noun
| | | | | |
1 2,3
The cat sat 22]

on the mat.
[ The bank also says] 1

ENABLEMENT

submitted

> Flexible Model Building

/ bipas é \ 2 3
nsubjpass Jauxpass agent
[ it will use its network ] 5 [ to channel investments.] 3
Bills were Brownback

ﬁrep_on /nn me‘
ports prep_on Senator Republican «

\ . i” , | voted for Nader because he was most

conj_an rep_oj
. . . . . /_\ .
immigration Kansas aligned with my values,” she said.

Carnegie Mellon University

'
Petuum School of Computer Science 65



Reader

Translator

Reranker

Sentiment Response

Analyzer Creator e

— > Full Spectrum Pipeline

> Inter-Operation Across Tasks

> Easy Pipeline Customization

Searcher Reranker

> Flexible Model Building

Petuum’

Entity Linker

>Versati|e Data Support

Sentiment Response
Translator
Analyzer Creator

Carnegie Mellon University
School of Computer Science
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Reranker

Sentiment Response

Analyzer Creator e

——

> Full Spectrum Pipeline

> Inter-Operation Across Tasks

Standardize

> Easy Pipeline Customization

NLP

Reader Translator Searcher Reranker

> Flexible Model Building

>Versati|e Data Support

i R n
Entity Linker =il esponse Translator
Analyzer Creator

Carnegie Mellon University

'
Petuum School of Computer Science



Standardize NLP Interfaces

Translator Qg Searcher Reranker
Creator
Entity Linker Sentiment Response o
Analyzer a

£

Output as input to next step

Operationalized View

V\

Translator
cre o] -

Conceptual View

/

Carnegie Mellon University

Standardize interfaces between the 3 levels

'
Petuum School of Computer Science
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Considerations of Standardizing
Data Representation

)Full Spectrum Pipeline

y. \\
// \\
y: N
// \\
/ N
y. \
y N

) Inter-Operation Across Tasks

" Model

) Easy Pipeline Customization

) Flexible Model Building

p~ Carnegie Mellon University
Petuum School of Computer Science
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Data Granularity

* NLP data have different granularity:
* Character level (Chinese Radical)
* Token level (Morphology)
* Sentence level (Syntax Parsing)
 Document level (Entity Coreference)
e Corpus level (Information Retrieval)

* Representation should handle flexible
granularities

p Carnegie Mellon University

Petuum School of Computer Science

Task
Model

Data

raorpheraes
un happy ness

7 N

affixes stera

Sentence / Verb phrase

Prepositional phrase
Noun Phrase

Noun Phrase

Article Noun Verb Preposition Article Noun

| | [
The cat sat on the mat.
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Task
Model

() e/,

Data Structureg

Carnegie Mellon University

'
Petuum School of Computer Science 4



Data Structures

* Let’s again look at the tasks, any patterns?

at the Chinese embassy in France,

(e V=SS erphemes
GPE GPE
N ——————————————————————— o un happy “Ss\sm
FACILITY iz m
Stemming Lemmatization
adjustable — adjust was — (to) be
formality — formaliti better ~ good o e

Noun Phrase

formaliti — formal
airliner — airlin /A

meeting —~ meeting

Noun Phrase

Article Noun Verb  Preposition Article Noun
1

The cat sat on the mat.

/\
“I voted for Nader because he was most

—
aligned with my values,” she said.

p Carnegie Mellon University

Petuum School of Computer Science

%]‘ep_{m /mx \uz{m.r
ports prep_on Senator
d

Task
Model

Purpose

Source

I Education

Australia to| study }he pianoI at ;the Royal College of MusicI

Departing
left
\/4 Subject
Institution

Student
ATTRIBUTION
l m o
[ The bank also says ] 1
ENABLEMENT
2 3
[ it will use its network ] 5 [ to channel investments.] 3
submitted
/ bjpass im.rpfm\ﬁmu
Bills were Brownback

Republican

lnrep_af

immigration Kansas
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Data Structures

* Let’s again look at the tasks, any patterns?

Task
Model

Seduence Structure

at the Chinese embassy in France,

=) =
GPE GPE
FACILITY
Stemming Lemmatization

adjus — adjust - (to) be
formality — formaliti - good
form - formal - meeting

airliner — airlin' A

Cluster Structure

“I voted for Nader because he was most

—
aligned with my values,” she said.

Petuum

p~ Carnegie Mellon University
School of Computer Science

rorpheres

un happy nass‘r\\

prefix suffix

affixes stera

Sentence / Verb phrase

Prepositional phrase
Noun Phrase

Noun Phrase

Article Noun Verb  Preposition Article Noun
| 1 1 1 | 1

The cat sat on the mat.

submitted
ﬁbjpass #Iﬂpm\ugent
< Bl ree Structure
ports prep_on Senator Republican
\iunj_and l,yrep_af
immigration Kansas

Purpose

Source

Australia to

[ -
Education
Ithe pianoI at Ithe Royal College of Music |

Subject
Institution
Student

ATTRIBUTION
1 [2.3]
[ The bank also says ] 1
ENABLEMENT
2 3
[ it will use its network ] 5 [ to channel investments.] 3




Data Structures

* Let’s again look at the tasks, any patterns?

Task
Model

Spans

at the Chinese embassy in France,

G =
GPE GPE
FACILITY
Stemming Lemmatization

adjus — adjust - (to) be
formality — formaliti - good
form - formal - meeting

airliner — airlin' A

“I voted for Nader because he was most

—
aligned with my values,” she said.

Groups

Petuum

p~ Carnegie Mellon University
School of Computer Science

rorpheres

un happy ness.

D

prefix suffix

affixes stera

Prepositional phrase
Noun Phrase

Noun Phrase

Article Noun Verb  Preposition Article Noun
| 1 1 1 | 1

The cat sat on the mat.

submitted
ﬁbjpas.f #uxpa:s\ugent
Bills were

Object

Student

1

Departing
left

Source

ATTRIBUTION

Purpose

Education
Australia tolthe pianoI at Ithe Royal College of Music |

Subject
Institution

[2.3]

Brownback

[ The bank also says ] 1

'/p,-ep_un / \zp

ports prep_on Senator

\iunj_and

immigration

Republican

b

Kansas

2

ENABLEMENT

3

[ it will use its network ] 5 [ to channel investments.] 3

Links
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Task
Model

Spans additional fields, e.g., embeddings, ner tag

Span = (type, begin, end,...)

E1l = (EntityMention, 25, 35) P2 = (Predicate, 42, 46)

EntityMention

Last year, it was Rams quarterbacliared Goff] who failed toa wide-open |Brandin Cooksl
when the NFC Champions ran in the second half a play that had sprung Cooks free in the

first half.

EntityMention Predicate

Carnegie Mellon University

'
Petuum School of Computer Science
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Task
Model

Links

additional fields, e.g., dependency type

/

Link = (Type, Parent, Child, ‘

S1= (SemanticRolelLink, P1, E1)

. |

Last year, it was Rams quarterbackJared Goff] who failed to|spotia wide-open IBrandin Cooksl
when the NFC Champions ran in the second half a play that had sprung Cooks free in the

first half.

p~ Carnegie Mellon University
Petuum School of Computer Science

76



Task
Model
Data

Groups

additional fields, e.g., group type, score

/

Group = (Type, Member List,|...)

G1= (EntityCoreferenceGroup, Member=[E2,E3])

Last year, it was Rams quarterback Jared Goff, who failed to spot a wide-open
Brandin Cooks|/when the NFC Champions ran in the second half a play that had
sprung|Cooks|free in the first half.

p Carnegie Mellon University

Petuum' Computer Science 7



Ontology of Data Structures

* Types of data structures can
be organized as an ontology
tree.

* The ontology can be
customized for new
domains.

p Carnegie Mellon University

Petuum School of Computer Science

ROOT

Task
Model

(o o) ()

\

Token [ Entity ][ Dependencv]
Mention

Coreference
Group

[ Medical Entity ]

[

Entity Event
Coreference Coreference
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Practical Data Considerations

* Serialization (S) and Deserilization (D)

e Loseless: D(S(data)) = data
e Can be passed around (e.g. networks channels)

* Readable, Interpretable

* Meta Data

* Keep source information
 Automatic record creation time, creator, etc.

p Carnegie Mellon University

Petuum School of Computer Science

Task
Model

Data
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Task
Model

Global Data A

* Vocabulary
* Embeddings (e.g. Word2Vec, Bert)

saurus

Dictionary | The

p~ Carnegie Mellon University
Petuum' o of Computer Science 80



How about Tasks?

Model

Data

) Flexible Model Building

>Versati|e Data Support

p~ Carnegie Mellon University
Petuum School of Computer Science
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Model
Data

Data as Interface

* A standard interface can be defined given
the data representation. Ny

* This helps task modularization.

Accessing data using the granularity and structure

get data(granularity=“sentence”,
structure=[PredicateMention, EntityMention])

p Carnegie Mellon University

Petuum School of Computer Science
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e With Standardized Data and Interfaces:

* Tasks can already be organized in a modular way

Last year, it was Rams
quarterback Jared Goff

data_frame.get_data(granularity="document”,
structure=[Sentence])

I Tokenizer

DEICRECINE

LLLL L Input/output steps standardized

Model
Data

Ontology ® Token
® EntityMention
® WikiEntity

I Wikifier

Data Frame

data_frame.write_data(list_of_tokens)

Petuum School of Computer Science

©® Sentence

Relation
Extractor

Data Frame

Global Data

83



Model

* Full Spectrum Pipeline Customization: We can insert/replace an —

Information Retrieval into the pipeline

* Inter Operation: Complex queries can be built using the NER and Wikifier
information

L Ontology ® Token
u_u L ® EntityMention

Last year, it was Rams ® WikiEntity
quarterback Jared Goff

Reader I Tokenizer I Wikifier

DEICRECINE Data Frame Data Frame

Global Data

Carnegie Mellon University

'
Petuum School of Computer Science 84



How to Standardize Model?

> Full Spectrum Pipeline

> Inter-Operation Across Tasks

> Easy Pipeline Customization

Data

>Versati|e Data Support

p~ Carnegie Mellon University
Petuum School of Computer Science
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He is going to the book shop.

Input

Carnegie Mellon University

y
Petuum School of Computer Science

Output

ARGO ARGM-LOC

l i i

He is going to the book shop.
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Task

Heis going to the book shop.

Data

data_frame.get data(granularity=sentence,
structure=[PredicateMention, EntityMention])

We already have a
standard interface

between the data
and the model

data_frame.write_data(granularity=sentence, structure=Predicatelink)

ARGO ARGM-LOC

i l l

He is going to the book shop.

Carnegie Mellon University

'
Petuum School of Computer Science 87



Model-Data Interface

Task

Data

By changing a few parameters, we can fit to different models.

Span-Link Model

H B B B B Bjsw

_— T

get_data(context=sentence, get_data(context=sentence, get_data(context=sentence, | | get_data(context=sentence,
predicate_link, relation_link, token, fields=[pos]) token, fields=[ner_ tag])
field=[role]) field=[relation_type])
ARG ARGM-LOC Colleague

He is - to the bookshop. Tom and Bill work at the same company.

PRV V IN DT

N PER O PER O O O O 0]

Carnegie Mellon University

-
Petuum School of Computer Science 88



Task

~ Model

Other Model Support

 Feature Extraction

* E.g. Embedding support
* Training Loop Support

* Data lterator

e Batcher

* Learning Library Interface

p Carnegie Mellon University

Petuum School of Computer Science

vector = sentence.embedding(type=‘BERT’)

batcher = FixSizeBatcher(num_instance=8)

for data in get_data(context=sentence, relation_link,
field=[relation_type]):
batcher.add(data)

if batcher.ready():
batcher.yield()
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Petuum’

Input

”
”
”

”
-’

Sentiment

NER

[ Classification ) ( Seqg-Classification J [ Seq to seq

\

Classifier Seg-Classifier Encoder Decoder
FeedForwardNN Transformer

/

//////”

<

Layers: Conv,
Dense, ...

Cell: LSTM, GRU,

Recur-Attention:
Bah, Luo ...

Multi-head
Attention

Carnegie Mellon University
School of Computer Science
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Reader

Query
Creator

Searcher Reranker

Sentiment Response Translator
Analyzer Creator S

Standardize ‘
NLP

g Searcher Reranker

Translator
Creator

Petuum’

. R /
Entity Linker Sl esponse Translator
Analyzer Creator

Carnegie Mellon University
School of Computer Science
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Case Study: Modularization
with Forte

P t p Carnegie Mellon University
etuum School of Computer Science



_ r
Forte: a flexible and Powerful Forte

NLP Pipeline FOR TEXxt.

https://github.com/asyml/forte

* We built Forte, a system that validates these ideas:

* Universal Data Flow

* Pipeline Construction

* Full Spectrum: Information Retrieval, Text Analysis, Generation
* Abstract Data, Model, Task Interfaces

e Other features:
* Batching
* Bookkeeping

p Carnegie Mellon University

Petuum School of Computer Science
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https://github.com/asyml/forte

Revisit the Problem

* A user speaks German but would like to find good romantic movies.

* We have a corpus of English movie reviews.

e What can we do?

‘

Kennst du ein
paar gute
romantische

Filme?

-~

p Carnegie Mellon University

Petuum School of Computer Science

94



Forte: Scaffold for the Goal

Carnegie Mellon University

-
Petuum School of Computer Science

Forte

95



An Open, Flexible Scaffold for NLP

Domain Knowledge
NLP Techniques
Pre-train Models

AllenNILP il}ﬁj{»
@Texar

PYTHRCH

ML Library

o Data Representation
arnegie

Petuum School of Computer Science 96



Forte spaCy CoreNLP DKPro AllenNLP Curator

Universal Data Flow
Extendable Ontology
Lossless Serialization
Pipeline Construction

Easy Processor Replacement
Inter Operation

Retrieval

Generation

Standard Model Interface
Deep Learning Integration

Integrated ML Support
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& Well Supported!

p Carnegie Mellon University
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Some Support Q No Support
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ardization with Forte

[J\ Petuum Med

NameHere  NameHere

Name Here
The patient is a 62 year old male with a history of mild COPD who complains of cough,
shortness of breath, fatigue, and fever progressively worsening for

he measured a fever of 101 F. The productivity of his cough has progressively
increased over . He has been using his albuterol inhaler two to three
times daily but it is helping only minimally. He has a history of COPD, which he
believes is only mild. He states that he is treated with antibiotics for a case of
bronchitis or pneumonia almost every year by his primary care provider. He has never
been hospitalized for pneumonia. He received approx 80mg IV of Lasix at that time
and was 2.4L negative in 24 hours. He has never been hospitalized for pneumonia. He
denies any known sick contacts recently. He denies chest pain but admits to some
chest tightness and an increase in heart rate when he coughs a lot and is short of
breath. He denies any recent weight changes or lower extremity pain or swelling. He
denies any recent travel. He denies a or
diabetes. He currently is a non-smoker but did smoke a pack a day for approximately

prior to quitting five years ago.

Name Here
Discharge Medications:
1 Furosemide 20 mg PO Tablet (2 times a day).

Forte

@ Critical Information Extraction

Heart Failure v
{4 History Comorbidities
Symptoms Cardiac Tests
Lab Tests Medications
Symptoms

cough £1 , shortness of breath @ ,

fatigue  ,fever =, chestpain’ |, chest
tightness © ,increasein heartrate  , weight
change , lower extremity pain =, swelling

Medications
Furosemide B, antibiotics

Show context when clicked

O Lasix, Vol: 80 mg, Usage: IV

@ Furosemide, Vol: 20mg, Usage:
PO (2 times a day)



Chaining with Forte @ Forte

query_pipeline = Pipeline(resource=resource)

query_pipeline.set_reader(
reader=MultiPackTerminalReader(), config=config.reader)

query_pipeline.add_processor(

processor=MicrosoftBingTranslator(), config=config.translator)
query_pipeline.add_processor(

processor=BertBasedQueryCreator(), config=config.query_creator)
query_pipeline.add_processor(

processor=SearchProcessor(), config=config.indexer)
query_pipeline.add_processor(

processor=CoNLLNERPredictor(), config=config.ner, L Query o

Creator Reranker
selector=NameMatchSelector(

select_name=config. indexer.response_pack_name[0]))

Entity Linker SERtiment Response Translator
Analyzer Creator
Carnegie Mellon University

'
Petuum School of Computer Science 99



Implement Processors @ Forte

Magst du romantische Filme?

Query

Searcher Reranker
Creator

Reader Translator

Sentiment Response

Translator
Analyzer Creator

Entity Linker

Carnegie Mellon University

y
Petuum School of Computer Science 100



Implement Processors @ Forte

Magst du romantische Filme?

Query

Searcher Reranker
Creator

Reader Translator

Sentiment Response

Translator
Analyzer Creator

Entity Linker

Carnegie Mellon University

y
Petuum School of Computer Science 101



Query Creator

Here we create a
simple text-based

query.

Build Simple Query

p Carnegie Mellon University

Petuum School of Computer Science

. Forte

class ElasticSearchQueryCreator(QueryProcessor[MultiPack]):

def _build_query(self, text: str) —> Dict[str, Any]:
r''""Constructs Elasticsearch query that will be consumed by
Elasticsearch processor.

Args:
text: str
A string which will be looked up for in the corpus under field
name "~ field . “field  can be passed in a “config®  during
:meth: ElasticSearchQueryCreator::initialize’. If “config  does
not contain the key "field', we will set it to "content"
size = self.config.size or 1000
field = self.config.field or "content"
return {"query": {"match": {field: text}}, "size": size}
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Query Creator

Alternatively, we can
create an embedding
based query.

Build query by using
the embedding

p Carnegie Mellon University

Petuum School of Computer Science

" Forte

class BertBasedQueryCreator (Que yP SSOr [.”u,j t1Pa« ']):

r'""This processor searches relevant documents for a query"""

@torch.no_grad()

def get_embeddings(self, inputs, sequence_length, segment_ids):

output, _ = self.encoder(inputs=inputs,
sequence_length=sequence_length,
segment_ids=segment_ids)

cls_token = output(:, @, :])

return cls_token

_build_query(self, text: str) -> np.ndarray:

input_ids, segment_ids,
self.tokenizer.encode_text(

input_mask = \

text_a=text, max_seq_length=self.config.max_seq_length)

input_ids = torch.LongTensor(input_ids).unsqueeze(®).to(self.device)

segment_ids = torch.LongTensor(segment_ids).unsqueeze(@).to(self.device)

input_mask = torch.LongTensor(input_mask).unsqueeze(0).to(self.device)

sequence_length = (1 - (input_mask == @)).sum(dim=1)

query_vector = self.get_embeddings(inputs=input_ids,
sequence_length=sequence_length,
segment_ids=segment_ids)

query_vector = torch.mean(query_vector, dim=0, keepdim=True)

query_vector = query_vector.cpu().numpy()

return query_vector
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Implement Processors @ Forte

Magst du romantische Filme?

Query

Searcher Reranker
Creator

Reader Translator

Sentiment Response

Translator
Analyzer Creator

Entity Linker

Carnegie Mellon University

y
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Adding Sentiment Analysis

* We can easily wrap an

external sentiment analysis def
system
def
def

Assign the scores to
each sentence.

'

Petuum

Carnegie Mellon University
School of Computer Science

class VaderSentimentProcessor(PackProcessor):

__init_ (self):
super().__init__ ()
self.sentence_component = None

self.analyzer = SentimentIntensityAnalyzer()

initialize(self, resource: Resources, configs: HParams):

self.sentence_component = configs.get('sentence_component')
_process(self, input_pack: DataPack):

sentence: Sentence

for sentence in input_pack.get(entry_type=Sentence,

component=self.sentence_component):

scores = self.analyzer.polarity_scores(sentence.text)

sentence.sentiment = scores

" Forte
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Implement Processors @ Forte

Magst du romantische Filme?

Query

Searcher Reranker
Creator

Reader Translator

Sentiment Response

Translator
Analyzer Creator

Entity Linker

Carnegie Mellon University

y
Petuum School of Computer Science 106



Adding a Translator

Petuum’

Get translation output
with Bing API

Add translated results to
data

Carnegie Mellon University
School of Computer Science

def

FFore

_process(self, input_pack: MultiPack):
query = input_pack.get pack(self.in_pack_name).text
params = '?' + urlencode(
{'api-version': '3.9°,
'from': self.src_language,
'to': [self.target_language]}, doseq=True)
microsoft_constructed_url = self.microsoft_translate_url + params

response = requests.post(
microsoft_constructed url, headers=self.microsoft_headers,

json=[{"text": query}])

if response.status_code != 200:

raise RuntimeError(response.json()['error'][ 'message’])

text

response.json()[@]["translations"][@]["text"]
DataPack()

pack

document = Document(pack, @, len(text))
utterance = Utterance(pack, @, len(text))
pack.add_entry(document)

pack.add_entry(utterance)

pack.set text(text=text)
input_pack.update_pack({self.out_pack_name: pack})
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" Forte

Inter-operation

e User: Kennst du ein paar gute romantische Filme?

* Response: Yes, Titanic. Kate Winslet and Leonardo Dicaprio have
definitely created a timeless classic.
* Response selected by inter-operation
* It contains the actors (NER + Entity Linking)
* |t contains the sentiment (Sentiment Analyzer)

* Informed decisions can be made with a well-designed pipeline

Reader Translator O] Reranker
Creator

p~ Carnegie Mellon University é Entity Linker
Petuum School of Computer Science

Sentiment Response
Translator
Analyzer Creator
108



Some Take-home Messages

e Use standard and shared data representation

* NLP concepts can be categorized
* Enrich data, don’t delete data

* Keep consistent interfaces between models and tasks

* Understand your domain

Petuum

»

Carnegie Mellon University
School of Computer Science

Last year, it was Rams
quarterback Jared Goff

J

000 |

Ontology , @ Token
© @ EntityMention
oo ® WikiEntity
NER E L
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e Short break & QA (5mins)

p Carnegie Mellon University

Petuum o, Computer Science



Apphcatlon

o
o
O
O
O
o
e Modularizing NLP Model & Learning (30mins) / Modeling & Learning -,
O COm pOsab|e MI_ Seq-CIassification\Se;to s<q\
° Seg- CIassnfler [Encoder [Decoder

WAV
[ RNNC | [ Transformer |

p~ Carnegie Mellon University
Petuum School of Computer Science



Composable ML

o Build ML models more easily, via pick-and-choose

e Stop writing same one-off code again and again
o More reliable and easier to debug

o Easier to onboard new developers

p~ Carnegie Mellon University
Petuum School of Computer Science 112



Decomposing Machine Learning

AR A3

ASa |
AR’
3 LAY

T

Ay
0
it
et

Ry

A
A

-wi

Lo

Algorithms

MC (MCMC, Importance), Opt (gradient, IP), ...

Mgdel afchitectures

(RNNs, Transformers, Graphical, ...)
ul .mmmmn i

Loss functions

—

(likelinhood, econstructidn,:mnargin,
sk i b 0 110 ) e e O s

—_— —

Constraints

(normality, sparsity, logical, KL, sum, ...

mullillmmillllllllllm.

Lt
Experience

(processing, augmentation, weighting, ...)
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Decomposing Machine Learning

Machine Learning:

Computational methods that enable machines to learn concepts and
improve performance from experience

p Carnegie Mellon University

Petuum School of Computer Science 114



Decomposing Machine Learning

Machine Learning:

Computational methods that enable machines to learn concepts and
improve performance from experience

ming L(8,E) + Q(6)

p Carnegie Mellon University

Petuum School of Computer Science 115



Decomposing Machine Learning

Machine Learning:

Computational methods that enable machines to learn concepts and
improve performance from experience

ming L(0,E) + Q(0) Y ~ po(¥|x)

v
model architecture/
Inference procedure

p Carnegie Mellon University

Petuum’ oo of Computer Science 116



Decomposing Machine Learning

Machine Learning:

Computational methods that enable machines to learn concepts and
improve performance from experience

model architecture/ experience
inference procedure (e.g., data)

p Carnegie Mellon University

Petuum’ oo of Computer Science 17



Decomposing Machine Learning

Machine Learning:

Computational methods that enable machines to learn concepts and
improve performance from experience

ming L(0, ) + Q(6)

“  model architecture/ experience
loss .
inference procedure (e.g., data)

p Carnegie Mellon University
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Decomposing Machine Learning

Machine Learning:

Computational methods that enable machines to learn concepts and
improve performance from experience

ming L(0,E) + Q\(H)

model architecture/ experience L
constraint

loss inference procedure (e.g., data)

p Carnegie Mellon University
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Decomposing Machine Learning

Machine Learning:

Computational methods that enable machines to learn concepts and
improve performance from experience

ming L(B,E) + Q)

learning | model architecture/ experience

procedure  °°° inference procedure  (e.g., data)  constraint

p Carnegie Mellon University
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ming L(0,E) + Q(0)
Running Example: Machine Translation

source.dat target.dat

é@% | like this movie. Ich mag diesen film.

' Lovely and poignant || Schon und ergreifend

cleaning Insanely hilarious! || VVahnsinnig witzig!
tokenizing

vocabular e o

y 4 4
truncation

raw data clean data | [(re——

o training et |
evaluation Sl T T :
post-processing _ Maximum likelihood _ N=mir== @.@.E} .@g%}.@
training =] —de ' de
Reinforcement

Adversarial learning
Finetuning
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.
ML Components m!“

ming L(6,D) + Q(0)

Constraint Loss Learning Inference Architecture
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.
ML Components m!“

ming L(6,D) + Q(0)

Constraint Loss Learning Inference Architecture
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Architecture (1): Language Model m!l!!

o ming L(6,D) + Q(0)
o Calculates the probability of a sentence:

o Sentence:
Example:

y — (}’1:}72; ;}’T) (I, llke, thIS, ...)

p Carnegie Mellon University
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Architecture (1): Language Model m!l!!

o ming L(6,D) + Q(0)
o Calculates the probability of a sentence:

o Sentence:
Example:
y — (}’1:}72; ;}’T) (I, llke, thIS, ...)
T
pe(y) = . pe e | ¥1:6-1) - pg (like | I) pg(this | I, like) ---
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Architecture (1): Language Model Mql!l

o ming L(6,D) + Q(0)
o Calculates the probability of a sentence:

o Sentence:
Example:
y — (}’1:}72; ;}’T) (I, llke, thIS, ...)
T
pe(y) = . pe e | ¥1:6-1) - pg (like | I) pg(this | I, like) ---
Architecture (1.1) TI '%‘e t?s
LSTMy —> LSTMy, —>{ LSTMy ——> ...
LSTM RNN

f f f

p Carnegie Mellon University <BOS> | like
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Architecture (1): Language Model Mql!l

o ming L(6,D) + Q(0)
o Calculates the probability of a sentence:

o Sentence:
Example:
y= (y1;yZ;---;YT) (I, llke, thIS, ...)
T

pe(y) = P Ve | ¥1:6-1) -~ pg (like | I) pg(this | I, like) -

Architecture (1.2) ) I*(e th
Multi-head Self-attention —>
Transformer
| | |
p Carnegie Mellon University <BOS> | like
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Architecture (2): Conditional Language Model M!!l

ming L(6,D) + Q(0)

o Conditions on additional task-dependent context x

o Machine translation: source sentence

| like this movie. ——> Ich mag diesen film.

o Medical image report generation: medical image

... There is chronic pleural-
parenchymal scarring within
the lung bases. No lobar
consolidation is seen. ...

p Carnegie Mellon University
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Architecture (2): Conditional Language Model Mq!!

ming L(6,D) + Q(0)

o Conditions on additional task-dependent context x

T

pey1x)=] | Poelyre1,%)

p Carnegie Mellon University
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Architecture (2): Conditional Language Model Mq!!

ming L(6,D) + Q(0)

o Conditions on additional task-dependent context x

T

pey1x)=] | Poelyre1,%)

| like this
A i i)
Multi-head Self-attention —>
<BOS> | like

p Carnegie Mellon University
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Architecture (2): Conditional Language Model Mq!!

ming L(6,D) + Q(6)

o Conditions on additional task-dependent context x

T

po(y | x) = t_lpa(Yt | Y1:6-1, %) « Language model as a

| like this
? | |
Decoder —
<BOS> | like

p Carnegie Mellon University
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Architecture (2): Conditional Language Model Mq!!l

ming L(6,D) + Q(0)

o Conditions on additional task-dependent context x

T
po(y | x) = Po (Ve | Y1:6-1, %) « Language model as a
t=1 .
« Encodes context with an encoder
| like this
1 1 1
feature _
Encoder Vector Decoder —>
X <BOS> | like

p Carnegie Mellon University
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Architecture Graph

Task:

MT

|

Seq to seq

RN

(Encoder] [ Decoder ]

[ =
|

ming L(6,D) + Q(6)
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B
Architecture Graph .,.!“

ming L(6,D) + Q(0)
Task: Sentiment NER MT e

| | |

Classification Seqg-Classification Seq to seq

RN

(Encoder ) [ Decoder )
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Architecture Graph

Task: Sentiment NER MT

| | |

Classification Seqg-Classification Seq to seq

/ I AN

Classifier Seqg-Classifier (Encoder [Decoder]

[ =
|

ming L(6,D) + Q(0)
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Architecture Graph .ll“

ming L(6,D) + Q(6)

Task: Sentiment NER MT
Classification Seqg-Classification Seq to seq
Classifier Seqg-Classifier Encoder [Decoder

FeedForwardNN CRF RNN Transformer

-
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Architecture Graph .ll“

ming L(6,D) + Q(0)

Task: Sentiment NER MT
| | |

Classification Seqg-Classification Seq to seq
i =N
Classifier Seq-Classifier (Encoder Decoder
\/

FeedForwardNN RNN Transformer

] N

Layers: Convy, Cell: LSTM, GRU, Recur-Attention: Multi-head

Dense, ... Bah, Luo ... Attention
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B
Complex Composite Architectures .||“

ming L(6,D) + Q(0)

X,—>
ot Noten b e
(e) (f) (g)

E refers to encoder, D to decoder, C to Classifier, A to attention, Prior to prior distribution, and M to memory

p~ Carnegie Mellon University
Petuum School of Computer Science 138



K.
ML Components M!!“

ming L(6,D) + Q(0)

Constraint Loss Learning Inference Architecture

decoder

LSTM RNN
Attention RNN

Transformer

encoder

classifier
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K.
ML Components M!!“

ming L(6,D) + Q(0)

Constraint Loss Learning Inference Architecture

decoder

LSTM RNN
Attention RNN

Transformer

encoder

classifier
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Learning, Inference & Loss:

Many Variations

active learning
weak/distant supervision
reward-augmented MLE

data re-weighting
data augmentation
maximum likelihood estimation

Supervision

Data examples
forms:

p~ Carnegie Mellon University
Petuum School of Computer Science

imitation learning

intrinsic reward
inverse RL

actor-critic

RL as inference

softmax policy gradient

policy gradient

Reward

[ =
|

ming L(6,D) + Q(0)

adversarial
domain adaptation

knowledge distillation

prediction minimization

energy-based GANs

Auxiliary model



Learning, Inference & Loss (1):
Maximum Likelihood Estimation

Learning

Given data examples D = {(x*, y*)}

maxg Eq-y)~pllogpg(y" [ x7) ]

T

o (Vi | ¥1.t-1,X7)

t=1

Loss Cross-entropy loss

Petuum’

feature _
Encoder vector
x* y*

f

<BOS>

B
|

ming L(6,D) + Q(0)

Inference

Teacher-forcing decoding:

For every step t, feeds in the previous
ground-truth tokens y;.;_; to decode
next step

like this
| |
Decoder —>
I like



r.
Learning, Inference & Loss (2): !!!
Policy Gradient Sl

ming L(6,D) + Q(0)

Learning Inference
Optimizes expected task reward R(y, y*)  Greedy decoding
. e Sampling decoding
maxgEy - p,(y |0 RO, YY) | o Beam search decoding
e Top-A/ Top-p decoding
Loss *
o Policy gradient loss data example y*
o Policy gradient loss w/ Policy Gradient Agent
baseline
o ... sample y
T Decoder R (e.g. BLEU)

rewards

p Carnegie Mellon University

Petuum School of Computer Science



Learning, Inference & Loss (3):
Adversarial Learning

Learning

e A discriminator is trained to distinguish b/w

real data examples and /ake generated samples
e The modelis trained to fool the discriminator
Loss

e Binary adversarial loss
e Feature-matching adversarial loss

|

ming L(6,D) + Q(0)

Inference

Gumbel-softmax decoding:

Uses a differentiable approximation of
sample y for gradient backpropagation

0L(y) _ 0L(y) 0y

00 0y 08

| like this

t f f
feature _ Decod sample y J
vector ~ ecoaer

f f f

Petuum' - gos> | like

/] Discriminator F——> real/fake

data example y*



ML Components

Constraint L.oss

Cross-entropy
Binary Adv loss
Matching Adv loss
PG loss

PG loss + baseline

p~ Carnegie Mellon University
Petuum School of Computer Science

Learning

MLE
Adversarial

Reinforcement

Inference

Teacher-forcing
Gumbel-softmax
Sample
Greedy
Beam-search

Top-k sample

[ =
|

ming L(6,D) + Q(0)

Architecture

decoder

LSTM RNN
Attention RNN

Transformer

encoder

classifier



ML Components

Constraint L.oss

Cross-entropy
Binary Adv loss
Matching Adv loss
PG loss

PG loss + baseline

p~ Carnegie Mellon University
Petuum School of Computer Science

Learning

MLE
Adversarial

Reinforcement

Inference

Teacher-forcing
Gumbel-softmax
Sample
Greedy
Beam-search

Top-k sample

[ =
|

ming L(6,D) + Q(0)

Architecture

decoder

LSTM RNN
Attention RNN

Transformer

encoder

classifier



Constraint (1): Conventional Constraints Mql!l

. _ o . ming L(6,D) + Q(6)
Many choices for get different statistical properties:

o Normality, Sparsity, KL, sum, ...

p Carnegie Mellon University

Petuum School of Computer Science 147



Constraint (2): Structured Knowledge Mq!!

. ming L(6,D) + Q(0)
Structured knowledge as constraints

Sentiment classification:

« Food was good, but the service was very disappointing.”

Logic rule:
« Sentence x with structure A-but-B => sentiment of B dominates

Constraint function: f(x = sentence, y = sentiment) = truth value

p Carnegie Mellon University

Petuum’ oo of Computer Science 148



S
Constraint (2): Structured Knowledge H!!l

: ming £(8,D) + Q(6)
Structured knowledge as constraints

Human Image Generation
Constraint function: f(y = generated, 0 = ground truth) = match score

l———

Constraint
target true | |
pose target | |
_ . |
- : - |
I : |
' | Human | i
A | part structured
'Y | consistency
Generative g .| Parser |
— | modelpg | .
[ —_ — |
source generated | |
/'mage jmage UE I S :

p Carnegie Mellon University
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Constraint (2): Structured Knowledge M!!!l

. . miny £(6,D) + Q(6)
e Constraint function: f(x,y) € R

o Higher f value, better (x, y) in the light of the knowledge

e Model: Po(¥|x)
o Posterior Regularization [Hu et al., 2018, 2016; Zhu et al., 2014; Ganchev et al. 2010]

oSt Byl fxy)]=21-8
Regular loss - AN
(e.g., cross-entropy loss) Constraint

o Related: constraint-driven learning [Chang et al.,2007], generalized expectation [Mann &
MaCallum, 2007], learning from measurements [Liang et al., 2009]

p Carnegie Mellon University
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Constraint (2): Structured Knowledge
L(6,q) = L(0) +KL(q(y|x) || po(yx)) +¢

S. L. Eq(ylx)[f(x:y)] =1 - 5

e ming £(6,q) wmp q (¥|X) ocpe(ylx)eXp{ f(xy) }-—

+ ming £(6,q") mmp maxg Eq-ype) | logpoyln) |

r.
M

ming L(6,D) + Q(0)

Combines the model and

the knowledge
— teacher model

The model imitates the
teacher model predictions
— student model
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ML Components

Constraint Loss
L1/ L2 Cross-entropy
Logical Binary Adv loss

Structured Matching Adv loss
PG loss

PG loss + baseline

Learning

MLE
Policy Gradient

Adversarial

Inference

Teacher-forcing
Gumbel-softmax
Sample
Greedy
Beam-search

Top-k sample

[ =
|

ming L(6,D) + Q(0)

Architecture

decoder

LSTM RNN
Attention RNN

Transformer

encoder

classifier
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ML Components

Constraint Loss
L1/ L2 Cross-entropy
Logical Binary Adv loss

Structured Matching Adv loss
PG loss

PG loss + baseline

Learning

MLE
Policy Gradient
Adversarial
Adv + RL

Reward-aug.

Inference

Teacher-forcing
Gumbel-softmax
Sample
Greedy
Beam-search

Top-k sample

[ =
|

ming L(6,D) + Q(0)

Architecture

decoder

LSTM RNN
Attention RNN

Transformer

encoder

classifier
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K.
ML Components m!!!l

ming L(6,D) + Q(0)

Constraint Loss Learning Inference Architecture
L1/L2 Cross-entropy < MLE Teacher-forcing decoder
Logical Binary Adv loss 7 Policy Gradient yGumbel-softmax \// LSTM RNN

.
Structured Matching Adv loss Adversarial Sample Attention RNN
a9
PG loss Adv + RL Greedy llh}\ Transformer

PG loss + baseline Reward-aug.

encoder

classifier
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Operationalize Composable ML with %Texar

called as uniform
subroutines interfaces
Constraint Loss Learning Inference Architecture
L1/L2 Cross-entropy < MLE Teacher-forcing decoder
Logical Binary Adv loss Policy Gradient Gumbel-softmax LSTM RNN
Structured Matching Adv Ioss7 Adversarial ‘\'\, Sample ‘1"\, Attention RNN
PG loss Adv + RL - Greedy Transformer
PG loss + baseline Reward-aug. Beam-search
Top-k sample encoder

classifier
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Operationalize Composable ML with %Texar

-1 Texar stack

Applications

Training Evaluation Prediction

Architectures Losses MonoText PairedText Executor Optimizer

Data Trainer

Encoder Decoder Embedder Classifier (Seq) MaxLikelihood Adversarial Dialog Numerical Seq/Episodic RL Agent

Memory Connector  Policy QNet Rewards RL-related Regularize Multi-field/type Parallel  Irdecay /gradclip/ ...
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Implementation with

Running Example: Machine Translation < Texar

source.dat target.dat

‘.‘:’E@ | like this movie. Ich mag diesen film.
{;6} ' Schon und ergreifend

Lovely and poignant

cleaning Insanely hilarious! Wahnsinnig witzig!

tokenizing

vocabulary e e

truncation 7 7
raw data clean data

, training
evaluation
_ i Maximum likelihood
post-processing < | fraining <
Reinforcement

Adversarial learning
Finetuning
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Implementation with

Running Example: Machine Translation < Texar
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Implementation with

Running Example: Machine Translation < Texar
| # Read data YAML config files
Data { 2 dataset = Paired TextData(data_hparams) T
3 batch = Datalterator(dataset).get_next() —P '

1

2 batch_size: 64

3 num_epochs: 10

4 shuffle: True

5 source_dataset:

6 files: ‘source.txt’

7 vocab_file: ‘vocab.txt’
8 max_seq_length: 100
9. bos_token: ‘<BOS>’
10. eos_token: '<EOS>’

11.  target_dataset:
12.
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Implementation with

Running Example: Machine Translation < Texar

— 1 # Read data YAML config files

Data — 2 dataset = PairedTextData(data_hparams)
. 3 batch = Datalterator(dataset).get _next()

Architecture —
& Inference

160




Implementation with

Running Example: Machine Translation < Texar
— 1 # Read data YAML config files
Data — > dataset = PairedTextData(data_hparams)
. 3 batch = Datalterator(dataset).get _next()
— 4 #Encode
5 embedder = WordEmbedder(dataset.vocab.size, hparams=embedder_hparams) embedder_hparams:

1

2 embedding_dim: 256
3. dropout_rate: 0.9

4 regularization: ‘L1L2’
5

Architecture —
& Inference
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Implementation with

Running Example: Machine Translation < Texar

gu—

# Read data YAML config files
dataset = PairedTextData(data_hparams)

batch = Datalterator(dataset).get _next()

# Encode

embedder = WordEmbedder(dataset.vocab.size, hparams=embedder_hparams)

6 encoder = TransformerEncoder(hparams=encoder_hparams)

Data -

—

[ N S N

1. encoder_hparams:
2 num_blocks: 16
3. num_heads: 8
, 4. hidden_dim: 256
Architecture — . -
6
7

& Inference output_dim: 128

dropout_rate: 0.8
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Implementation with

Running Example: Machine Translation < Texar

gu—

# Read data

dataset = PairedTextData(data_hparams)

batch = Datalterator(dataset).get _next()

# Encode

embedder = WordEmbedder(dataset.vocab.size, hparams=embedder_hparams)
6 encoder = TransformerEncoder(hparams=encoder_hparams)

7 enc_outputs = encoder(embedder(batch['source text ids']),

8 batch['source length'])

Data -

—

[ N S N

Architecture —
& Inference
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Running Example: Machine Translation

Data -

Architecture —
& Inference

gu—

—

O 00 I O D B~ W N =

I T e e
AN W AW NN = O

# Read data

dataset = PairedTextData(data_hparams)

batch = Datalterator(dataset).get _next()

# Encode

embedder = WordEmbedder(dataset.vocab.size, hparams=embedder_hparams)

encoder = TransformerEncoder(hparams=encoder_hparams)

enc_outputs = encoder(embedder(batch['source text ids']),

batch['source length'])
# Build decoder
decoder = AttentionRNNDecoder(memory=enc_outputs,
hparams=decoder _hparams)

# Maximum Likelihood Estimation

## Teacher-forcing decoding

outputs, length, = decoder(decoding_strategy="teacher-forcing’,
inputs=embedder(batch['target_text_ids']),
seq_length=batch['target_length']-1)

Implementation with

< Texar
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Running Example: Machine Translation

Data -

Architecture —

& Inference

Learning
Loss

=

|

O 00 I O D B~ W N =

D T e e e S S S S S SO ey
S O 0o 9 & B~ W NN = O

# Read data
dataset = PairedTextData(data_hparams)
batch = Datalterator(dataset).get _next()
# Encode
embedder = WordEmbedder(dataset.vocab.size, hparams=embedder_hparams)
encoder = TransformerEncoder(hparams=encoder_hparams)
enc_outputs = encoder(embedder(batch['source text ids']),
batch['source length'])
# Build decoder
decoder = AttentionRNNDecoder(memory=enc_outputs,
hparams=decoder _hparams)
# Maximum Likelihood Estimation
## Teacher-forcing decoding
outputs, length, = decoder(decoding_strategy="teacher-forcing’,
inputs=embedder(batch['target_text_ids']),
seq_length=batch['target length']-1)
## Cross-entropy loss
loss = sequence_sparse_softmax_cross_entropy(
labels=batch['target_text_ids'][:,1:], logits=outputs.logits, seq_length=length)

Implementation with

< Texar
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Implementation with

Running Example: Machine Translation < Texar

]

# Read data
dataset = PairedTextData(data_hparams)
batch = Datalterator(dataset).get _next()
# Encode
embedder = WordEmbedder(dataset.vocab.size, hparams=embedder_hparams)
encoder = TransformerEncoder(hparams=encoder_hparams)
enc_outputs = encoder(embedder(batch['source text ids']),
batch['source length'])

Data -

O 0 I O »n B~ W DN

# Build decoder

Architecture — 10 decoder = AttentionRNNDecoder(memory=enc_outputs,

& Inference 11 hparams=decoder_hparams)

112 # Maximum Likelihood Estimation

I13 ## Teacher-forcing decoding

114 outputs, length, = decoder(decoding_strategy="teacher-forcing’,

15 inputs=embedder(batch['target_text_ids']),
seq_length=batch['target length']-1)

Maximum likelihood
Estimation

|
>

|

17 ## Cross-entropy loss

Learning :
- 118 loss = sequence_sparse_softmax_cross_entropy(

Loss o labels=batch['target_text_ids'][:,1:], logits=outputs.logits, seq_length=length)
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Switching between Learning Algorithms

— 1 # Read data
> dataset = PairedTextData(data_hparams)
3 batch = Datalterator(dataset).get _next()

— 4 #Encode
5 embedder = WordEmbedder(dataset.vocab.size, hparams=embedder_hparams)

Data -

6 encoder = TransformerEncoder(hparams=encoder_hparams)
enc_outputs = encoder(embedder(batch['source text ids']),

8 batch['source length'])

9 # Build decoder

Architecture — 10 decoder = AttentionRNNDecoder(memory=enc_outputs,

& Inference 11 hparams=decoder_hparams)

112 # Maximum Likelihood Estimation

I13 ## Teacher-forcing decoding

114 outputs, length, = decoder(decoding_strategy="teacher-forcing’,

15 inputs=embedder(batch['target_text_ids']),

seq_length=batch['target length']-1)

|
>

|

17 ## Cross-entropy loss

Learning :
- 118 loss = sequence_sparse_softmax_cross_entropy(

Loss o labels=batch['target_text_ids'][:,1:], logits=outputs.logits, seq_length=length)

Implementation with

< Texar

Keep unchanged

Maximum likelihood
Estimation
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Switching from MLE to Reinforcement Learning

« Maximum likelihood

Cross entropy loss

Y1 Y2 Y3
t t )
Decoder
f f f

o R <BOS> 1 Y2

# Teacher-forcing decoding
outputs, length, = decoder(decoding_strategy="teacher-forcing’,
inputs=embedder(batch['target_text ids']),
seq_length=batch['target _length']-1)
# Cross-entropy loss
loss = sequence_sparse_softmax_cross_entropy(
labels=batch['target_text ids'][:,1:], logits=outputs.logits, seq_length=length)



Switching from MLE to Reinforcement Learning

« Maximum likelihood

Cross entropy loss

V1 V2 V3
$ t |
Decoder
° R‘ <BOS> yi‘ yz

data example y*

BLEU

Policy Gradient Agent l
sample y
> Decoder >
A rewards

# Teacher-forcing decoding
outputs, length, = decoder(decoding_strategy="teacher-forcing’,
inputs=embedder(batch['target_text ids']),
seq_length=batch['target length']-1)
# Cross-entropy loss
loss = sequence_sparse_softmax_cross_entropy(
labels=batch['target_text ids'][:,1:], logits=outputs.logits, seq_length=length)

# Random sample decoding
outputs, length, = decoder(decoding_strategy=‘random_sample’,
start_tokens=[BOS]*batch_size, end_token=EQOS,
embedding=embedder)
# Policy gradient agent for learning
agent = SeqPGAgent(
samples=outputs.sample_id, logits=outputs.logits, seq_length=length)

for _in range(STEPS):
samples = agent.get _samples()
rewards = BLEU(batch[‘target text ids’], samples) # Reward
agent.observe(rewards)



Switching from MLE to Adversarial Learning

« Maximum likelihood

Cross entropy loss

Y1 V2 V3
1 ) 1
Decoder
o A <BOS> yi Vi
Y1 Y2
A A A
/ Vi /

# Teacher-forcing decoding
outputs, length, = decoder(decoding_strategy="teacher-forcing’,
inputs=embedder(batch['target_text ids']),
seq_length=batch['target length']-1)
# Cross-entropy loss
loss = sequence_sparse_softmax_cross_entropy(
labels=batch['target_text ids'][:,1:], logits=outputs.logits, seq_length=length)

# Gumbel-softmax decoding

outputs, , = decoder(decoding_strategy= =‘gumbel-softmax’,
start_tokens=[BOS]*batch_size, end token=EQS,
embedding=embedder)

discriminator = Conv1DClassifier(hparams=conv_hparams)

# Binary adversarial loss

G _loss, D _loss = binary _adversarial_losses(
embedder(batch[‘target text ids’][:, 1:]),
embedder(soft_ids=softmax(outputs.logits)),

discriminator)
170



Summary of MT in Texar

# Read data
2 dataset = PairedTextData(data_hparams)
3 batch = Datalterator(dataset).get_next()

e Highly modularized programming

6 encoder = TransformerEncoder(hparams=encoder_hparams)
7 enc_outputs = encoder(embedder(batch['source_text_ids']),
8 batch['source_length'])

o Data, architecture, loss, inference, learning, ... . uowee

10 decoder = AttentionRNNDecoder(memory=enc_outputs,

11 hparams=decoder_hparams)

O |ntUitive Conceptual—level APlS 12 # Maximum Likelihood Estimation

13 ## Teacher-forcing decoding

14 outputs, length, _ = decoder(decoding_strategy="teacher-forcing’,
15 inputs=embedder(batch['target_text_ids']),
16 seq_length=batch['target_length']-1)

17 ## Cross-entropy loss
18 loss = sequence_sparse_softmax_cross_entropy(
19 labels=batch['target_text_ids'][:,1:], logits=outputs.logits, seq_length=length)

e Easy switch between learning algorithms L

* i i
o Plug in & out modules o N
o No changes to irrelevant parts oy
T rewards_|

real/fake

i
,

p Carnegie Mellon University w05’
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Support of TensorFlow and PyTorch

e Texaris built upon TF and PyTorch

o Texar-TF & Texar-PyTorch: mostly the same interfaces!
o Higher-level intuitive APls without loss of flexibility
o Lots of ML components ready to use

e Combine the best design of TF and PyTorch

o TF:
= Easy and efficient data processing APls
= Excellent factorization of ML modules
= Turnkey model training processor

o PyTorch:
= [ntuitive programming interfaces
= TJransparent variable scope and sharing to users

p Carnegie Mellon University
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Spectrum of Existing Tools %Texar

A "y
. - .o 2"y
domain-specific, ~~ Y. Interfaces at multiplé abstraction levels
: Dopamine RL / \
higher-level APIs Transformers e ] . .
- SimplifiediAPIs fdr common functionalities
Tensor2Tensor $ AllenN| P : |
peg  ParlAl » Advanced APlIs far advanced
NMT functionalities ang customizability
OpenNMT \ B
\\ /I

~ -

Keraz-)
general, 1’

lower-level APIs PyTorch TensorFlow

Fixed Structure Modularized,
Limited composability Composable
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Applications of Texar
FORTE

Many products built on Texar
o FORTE - templates for larger complex NLP applications
o Chest X-Ray report writer

e Medical Registry report writer
e |CD coding system

Chest X-Ray
Report Writer

e Financial knowledge base builder
o Financial summary/report writer

Multi-Lingual
Cognitive
Chat Bots

e Multi-Lingual Cognitive Chat Bots
o For Call Center Support
o For Retail In-Store Assistance

p Carnegie Mellon University

Petuum School of Computer Science
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Composable ML — Take-Home Message

—
P VR
14 1 0| 7l
13 d 37

o Composable ML

o Basic “musical notes” for complex ML

FFFFF

o (or just think of it as Lego for ML)

EEEEE

< Texar Oo@

p Carnegie Mellon University

Petuum School of Computer Science
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Apphcatlon

Agenda E\ Forte %Texar

o Natural Language Processing Overview (10mins)

o Modularizing NLP Pipeline (35mins) |
o Complexity of NLP pipeline
o A standardized view of NLP pipeline RN D e s )

________________________________________________________________

o A standardized implementation of NLP pipeline
e Short break & QA (5mins)

e Modularizing NLP Model & Learning (30mins) ,/ Modeling & Learning
O Com pOsable I\/”_ Seq-Classification Seq to seq

e QA (10mins) \/ \

Seq-Classifier Encoder (Decoder
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[ RNN ] [Transformer
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What’s Next

o Data Manipulation
o Data augmentation
o Data visualization
o Multi-modal data manipulation

e Task Inter-operation
o Joint learning
o Joint inference

e Automate ML workflow

o Automate model composing, learning
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Name Here
The patient is a 62 year old male with a history of mild COPD who complains of cough,
shortness of breath, fatigue, and fever progressively worsening for
he measured a fever of 101 F. The productivity of his cough has progressively

increased over . He has been using his albuterol inhaler two to three
times daily but it is helping only minimally. He has a history of COPD, which he
believes is only mild. He states that he is treated with antibiotics for a case of

is or pneum almost every year by his primary care provider. He has never
been hospitalized for pr 1ia. He received approx 80mg IV of Lasix at that time
and was 2.4L negative in 24 hours. He has never been hospitalized for pneumonia. He
denies any known sick contacts recently. He denies chest pain but admits to some
chest tightness and an increase in heart rate when he coughs a lot and is short of
breath. He denies any recent weight changes or lower extremity pain or swelling. He
denies any recent travel. He denies a or
diabetes. He currently is a non-smoker but did smoke a pack a day for approximately

prior to quitting five years ago.

Name Here
Discharge Medications:
1 Furosemide 20 mg PO Tablet (2 times a day).
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@ Critical Information Extraction

Heart Failure ¢
History Comorbidities
Symptoms Cardiac Tests
Lab Tests Medications
Symptoms

cough £ , shortness of breath @ ,

fatigue  ,fever ', chestpain’ ,chest
tightness * ,increasein heartrate " , weight
change ', lower extremity pain =, swelling

Medications
Furosemide B3, antibiotics

Show context when clicked

O Lasix, Vol: 80 mg, Usage: IV

@ Furosemide, Vol: 20mg, Usage:
PO (2 times a day)
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